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Overview

Affordable Online Dialogue Policy Learnin
[ & y &
Hybrid-Intelligent Task-Oriented SDSs

d 4 2 papers at EMNLP 2017 and 1 short paper at EACL 2017

- What’s a Task-Oriented Spoken Dialogue System (SDS)?
- 1. Task-Oriented SDSs
- 2. Dialogue Policies
- 3. Reinforcement Learning
- The Cold Start Problem
- 1. A Human-in-the-Loop Solution
- 2. A Complete Companion Teaching Framework
- 3. Replacing Human Teachers with Rule-Based Systems

- Summary


https://runzhe-yang.science
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Introduction
What’s a Task-Oriented Spoken Dialogue System?

Get things done,
anytime, anywhere

Hi Siri how's the weather today

Looks like nice weather coming up in
Shanghai today — up to 23°C:

™ WEATHER

Shanghai
Chance of Rain: 0%

Now 3PM 4PM 5PM 6PM
23° 23° 22° 21° IS8

Wednesday 23°

How can | help?

Thursday % 22°
Friday % 26°

Saturday % 30°

Sunday % 30° 2 . @ r
Monday % 30° 23° I '

Tuesday % 33°

Hi, how can | help?

£EGWAE T 3 J_¢
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Introduction
What’s a Task-Oriented Spoken Dialogue System?

Task-Oriented SDS is a killer app for Al

Required to satisfy user goals

e.g., restaurant reservation, weather information query
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Introduction
What’s a Task-Oriented Spoken Dialogue System?

Task-Oriented SDS is a killer app for Al

- Required to satisfy user goals
- e.g., restaurant reservation, weather information query
- Required to make multi-round interaction

- to maintain the context and the user intention

al
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Introduction
What’s a Task-Oriented Spoken Dialogue System?

Task-Oriented SDS is a killer app for Al

- Required to satisfy user goals

- e.g., restaurant reservation, weather information query
- Required to make multi-round interaction

- to maintain the context and the user intention
- Required to deal with uncertainty

- errors from both recognition and understanding

al
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Task-Oriented Spoken Dialogue Systems

1 I

Input Decoder

Output Renderer

Language
Understanding

Response Generator

Dialogue Manager

Domain Specific

Components Suket Arora, Kamaljeet Batra, et.al., 2013

https://arxiv.org/pdf/1306.4134.pdf


https://arxiv.org/pdf/1306.4134.pdf
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Task-Oriented Spoken Dialogue Systems

System: East Pittsburg Bus Schedules. Say a bus route, like 28X, or say I'm not sure.
hello(), request(route), example(route=28x), example(route=dont_know)

User: 61A

SLU: 0.77 inform(route=61a)
0.12 inform(route=61)
0.01 inform(route=61d)

System: Okay, 61A. To change, say go back. Where are you leaving from?
impl-conf(route=61a), example(act=goback), request(from)

User: Downtown

SLU: 0.59 inform(from.desc=downtown)
0.10 inform(from.desc=from downtown)

System: Okay, downtown. You can always say go back. And where are you going to?
impl-conf(from.desc=downtown), example(act=goback), request(to)

User: East Pittsburgh East Pittsburgh

SLU: 0.25 inform(to.desc=pittsburgh)
0.20 inform(to.desc=east pittsburgh)

al
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Task-Oriented Spoken Dialogue Systems

l |

e ~
Input Decoder l Output Renderer l

e e
Language

Understanding

Response Generator

Dialogue Manager

Domain Specific
Components

User: Downtown

System: Okay, downtown. You can always say go back. And where are you going to?

User: East Pittsburgh East Pittsburgh
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Task-Oriented Spoken Dialogue Systems

l |

[ Input Decoder [ Output Renderer Intent"level interaCtion
, ! . | Dialogue Act: acttype-slot-value, e.g. inform(route=61a)

Language
Understanding

Response Generator

Dialogue Manager

Domain Specific
Components

User: Downtown

System: Okay, downtown. You can always say go back. And where are you going to?

User: East Pittsburgh East Pittsburgh

LS AE T 2 N J_#
e N



Task-Oriented Spoken Dialogue Systems

l |

[ Input Decoder [ Output Renderer Intent"level interaCtion
) ! . | Dialogue Act: acttype-slot-value, e.g. inform(route=61a)

Language
Understanding

Response Generator

Dialogue Manager

Domain Specific
Components

User: Downtown

Dialogue Acts
(probability distribution)

System: Okay, downtown. You can always say go back. And where are you going to?

User: East Pittsburgh East Pittsburgh
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l I

[ Input Decoder [ Output Renderer Intent"level interaCtion
) ! ) | Dialogue Act: acttype-slot-value, e.g. inform(route=61a)

Language
Understanding

Response Generator

Dialogue Manager

Domain Specific
Components

User: Downtown

Dialogue Acts
(probability distribution)

System: Okay, downtown. You can always say go back. And where are you going to?

User: East Pittsburgh East Pittsburgh



Task-Oriented Spoken Dialogue Systems

l |

[ Input Decoder [ Output Renderer Intent"level interaCtion
) ! ) | Dialogue Act: acttype-slot-value, e.g. inform(route=61a)
Language

Understanding
Domain Specific
Components .
;] Dialogue Manager : A(ACTyser) — ACTgys

Response Generator

Dialogue Manager

User: Downtown

Dialogue Acts
(probability distribution)

System: Okay, downtown. You can always say go back. And where are you going to?

User: East Pittsburgh East Pittsburgh



Dialogue Manager

Dialogue Manager

The “brain” of SDS?

Dialogue Manager : A(ACTyser) — ACTgys

- Required to satisfy user goals
- Required to make multi-round interaction

- Required to deal with uncertainty
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Dialogue Manager

Dialogue Manager

The “brain” of SDS?

x Dialogue Manager : A(ACT,ser) — ACTgys

dialogue acts do not encode the user goal & context

- Required to satisfy user goals

- Required to make multi-round interaction

- Required to deal with uncertainty
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Dialogue Manager

Dialogue Manager

The “brain” of SDS?

x Dialogue Manager : A(ACT,ser) — ACTgys

SN

Dialgue_State_Tracker

Dialgue_Policy_Maker
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Dialogue Manager

Dialogue Manager

The “brain” of SDS?

x Dialogue Manager : A(ACT,ser) — ACTgys

SN

Dialgue_State_Tracker  Dialgue_Policy_Maker

Dialogue State
(Probability Distribution)

= Goal x Current Semantics x History

e.g. (from.desc = ?, to.desc = ?, route =?)




Dialogue Manager

Dialogue Manager

User Dialogue Acts The “brain” Of SDS?
(probability distribution) )

x Dialogue Manager : A(ACT,ser) — ACTgys

SN

Dialgue_State_Tracker  Dialgue_Policy_Maker

Dialogue State

(Probability Distribution)
— 5 —

= Goal x Current Semantics x History = acttype-slot-value

e.g. (from.desc = ?, to.desc = ?, route =?)
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Dialogue Manager - State Tracker

Dialogue Manager

User Dialogue Acts The “brain” Of SDS?
(probability distribution) )

x Dialogue Manager : A(ACT,ser) — ACTgys

SN

Dialgue_State_Tracker  Dialgue_Policy_Maker

Dialogue State

(Probability Distribution)
— —

= Goal x Current Semantics x History = acttype-slot-value

e.g. (from.desc = ?, to.desc = ?, route =?)
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Dialogue Manager - Policy Maker

Dialogue Manager

User Dialogue Acts The “brain” Of SDS?
(probability distribution) )

x Dialogue Manager : A(ACT,ser) — ACTgys

/N

Dialgue_State_Tracker  Dialgue_Policy_Maker

Dialogue State

(Probability Distribution)
— 5 —

= Goal x Current Semantics x History = acttype-slot-value

e.g. (from.desc = ?, to.desc = ?, route =?)
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Dialogue Manager - Policy Maker

Dialogue Manager

User Dialogue Acts The “brain” Of SDS?
(probability distribution) )

x Dialogue Manager : A(ACT,ser) — ACTgys

/N

Dialgue_State_Tracker  Dialgue_Policy_Maker

How?
Dialogue State
(Probability Distribution) A(STATE) — ACTsys
—» —
= Goal x Current Semantics x History = acttype-slot-value

e.g. (from.desc = ?, to.desc = ?, route =?) - 1o satisfy user goals
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Dialogue Manager - Policy Maker

How do we build the “brain”? (esp. to find good policy?)

Dialogue Manager

Dialgue Policy Maker  A(STATE) — ACT,ys
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Dialogue Manager - Policy Maker

How do we build the “brain”? (esp. to find good policy?)

Dialogue Manager

Dialgue Policy Maker  A(STATE) — ACT,ys

Rule-Based Methods

hand-craft rules, “safe” but not “flexible”.
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Dialogue Manager - Policy Maker

How do we build the “brain”? (esp. to find good policy?)

Dialogue Manager

Dialgue Policy Maker  A(STATE) — ACT,ys

Rule-Based Methods

hand-craft rules, “safe” but not “flexible”.

Data-Driven Methods

learn from interactions, dialogue manager is evolvable.



Dialogue Manager - Policy Maker

How do we build the “brain”? (esp. to find good policy?)

Dialogue Manager

Dialgue Policy Maker  A(STATE) — ACT,ys

Rule-Based Methods

hand-craft rules, “safe” but not “flexible”.

Data-Driven Methods
learn from interactions, dialogue manager is evolvable.

convert to sequential decision make problems.



Markov Decision Processes (MDPs)

Data-Driven Methods

convert to sequential decision make problems.

M
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Markov Decision Processes (MDPs)
Data-Driven Methods
convert to sequential decision make problems.
(8, A, Pyr, )

State Space

M
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Markov Decision Processes (MDPs)
Data-Driven Methods
convert to sequential decision make problems.
(8, A, P,r, )

State Space Action Space

M
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Markov Decision Processes (MDPs)

Data-Driven Methods

convert to sequential decision make problems.

(S, AP, r,v)

State Space Action Space

Stochastic P(s'|s,a)
Transition Kernel e.g. P(So|S1,a0) = 0.7
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Markov Decision Processes (MDPs)

Data-Driven Methods

convert to sequential decision make problems.

<Sa -Aa 7)7 T 7>
State Space Action Space

Stochastic P(s'|s,a)
Transition Kernel e.g. P(So|S1,a0) = 0.7

r:SxA—R
c.g. T(Sl,a0> = 3.5




Markov Decision Processes (MDPs)

Data-Driven Methods

convert to sequential decision make problems.

<87 -Aa 7)7 T 7>
State Space Action Space

Stochastic P(s'|s,a)
Transition Kernel e.g. P(So|S1,a0) = 0.7

r:SxA—R
c.g. T(Sl,a0> = 3.5

v € |0,1) is a discount factor
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Markov Decision Processes (MDPs)

Data-Driven Methods

- convert to sequential decision make problems.

State Space <87 -Aa 7)7 I, 7>

Dialogue State

A(STATE)  (probability Distribution) State Space  Action Space
Stochastic 77(5/ ] S, a)
Action Space Dialogue Act Transition Kernel e.g. P(Sy|S1,a0) = 0.7
ACT. a.cttype—slot—val_ue
ys e.g. inform(route=61a) r-SxA—R

c.g. ’I“(Sl, CL()) = 3.5

o r};“"'” 4 pPuce v € 10,1) is a discount factor

L MR 2k % J_
/7 \T+7Tan m



Markov Decision Processes (MDPs)

Goal: find optimal policy 77 such that

UW(S) c= ET~(P,7T)|80:S Z/ytr(sta at)
| =0 J

Solve by Value-Based Reinforcement Learning

1s maximized.

al
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Markov Decision Processes (MDPs)

Goal: find optimal policy 77 such that

- _
V" (8) = B (P ) |s0=5 Z Y'r(s¢,a:)|  is maximized.
L t=0 _
Solve by Value-Based Reinforcement Learning

- Q(s¢, at) represents the expected total reward
after take the action a; at the state s¢

# - \
observation  / . \ action

S¢ T a Q(s¢,a4) =1 + Y max Q(s¢41,a")
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Markov Decision Processes (MDPs)

Goal: find optimal policy 77 such that

- _
V" (8) = B (P ) |s0=5 Z Y'r(s¢,a:)|  is maximized.
L t=0 _
Solve by Value-Based Reinforcement Learning

- Q(s¢, at) represents the expected total reward
after take the action a; at the state s¢

# - \
observation  / . \ action

S¢ T a Q(s¢,a4) =1 + Y max Q(s¢41,a")

- Decision: a; = max Q(s¢, a)
at
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Markov Decision Processes (MDPs)

Goal: find optimal policy 77 such that

- _
V" (8) = B (P ) |s0=5 Z Y'r(s¢,a:)|  is maximized.
L t=0 _
Solve by Value-Based Reinforcement Learning

- Q(s¢, at) represents the expected total reward
after take the action a; at the state s¢

St \ 8 ag Q(St, at) =T+ + ’YHLHIJX Q(St_|_17 a/)

Decision: a; = max Q(s¢, at)
at

- Training: Q(s¢, as, ) is approximated by NN
l(@) — Es,arwr@ [(Qtarget — Q(Stv A, 9))2]
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Dialogue State
Tracking

Reward Function

OUTPUT at| 1L a;” | | Policy Model

(parameters 0)

(NLG / TTS)

Dialogue Manager

YFRZAAE WAL T 43
asN—""0
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RL-Based Framework

User Simulator?

INPUT

2 User s | (ssr/sLU)

* *

Dialogue State
Tracking

Reward Function

Policy Model Tt |
(parameters 0)

OUTPUT

(NLG / TTS)

Dialogue Manager

YFRZAAE WAL T 43
asN—""0
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RL-Based Framework
User Simulator?
JRELE :/

2 User s | asr/s1U)

¢ L 4

Dialogue State
Tracking

INPUT

Reward Function

OUTPUT a1 Policy Model | | 7: re |
(parameters 6)

(NLG / TTS)

................................................................................. | Dialogue Manager

‘ ———| Error Model —'—

User User Model: Simulate User Reactions

Error Model: Simulate the ASR and SLU errors

: User Simulator
1 L PP PP I..
1 .
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RL-Based Framework

— Pro: Cheap, Convenient Con: Biases

User Simulator? «—

“..

D . INPUT Dialogue State
. User — (ASR / SLU) Tracking Reward Function
”.. “’.
. |
OUTPUT ag] 1. Policy Model | | 7: re |
(NLG / TTS) ; (parameters 0) -
e Dialogue Manager
* Qg M — User Model: Simulate User Reactions

Error Model: Simulate the ASR and SLU errors

: User Simulator
1 L PP PP I..
1 .
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RL-Based Framework

Real User?

Dialogue State
Tracking

Reward Function

OUTPUT at| 1L a;” | | Policy Model

(parameters 6)

(NLG / TTS)

Dialogue Manager

YFRZAAE WAL T 43
asN—""0
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The Cold Start Problem

Dialogue Manager

Rule-Based Methods =——»  Data-Driven Methods

Poor (initial) Policy

/" N\

Insufficient Real Bad User
User (Data) Experience

Vicious Cycle: the Cold Start Problem

al




The Cold Start Problem

Dialogue Manager

Rule-Based Methods =——»  Data-Driven Methods

Poor (initial) Policy - [nefficient Learning Process v/

/" N\

=P Unsafe System Behavior v’

Insufficient Real Bad User

User (Data) Experience
Vicious Cycle: the Cold Start Problem P Individual Rationality X
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Therefore, an ideal on-line policy learning framework
should be measured with following two criteria:

— Inefficient Learning Process (Solvable) ¢

— Unsafe Policy Behavior (Solvable) ¢

al
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Therefore, an ideal on-line policy learning framework
should be measured with following two criteria:

— Inefficient Learning Process (Solvable) v/

Eﬁiciency reflects how long it takes for the on-line policy
learning algorithm to reach a satisfactory performance level.

— Unsafe Policy Behavior (Solvable) ¢
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Therefore, an ideal on-line policy learning framework
should be measured with following two criteria:

— Inefficient Learning Process (Solvable) v/

Eﬁiciency reflects how long it takes for the on-line policy
learning algorithm to reach a satisfactory performance level.

— Unsafe Policy Behavior (Solvable) ¢

Safety* reflects whether the initial policy can satisty the

quality-of-service requirement in real-world scenarios during
on-line policy learning period.
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Therefore, an ideal on-line policy learning framework
should be measured with following two criteria:

-  Ineflicient Learning Process (Solvable) ¢
— Unsafe Policy Behavior (Solvable) ¢

* Most previous studies of on-line policy learning have been
focused on the efficiency issue, such as
- Gaussian process reinforcement learning (GPRL)
(Gasic et al., 2010),
- Deep reinforcement learning (DRL) (Fatemi et al., 2016;
Williams and Zweig, 2016; Su et al., 2016), etc.
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Therefore, an ideal on-line policy learning framework
should be measured with following two criteria:

=  Inefficient Learning Process (Solvable) ¢
— Unsafe Policy Behavior (Solvable) ¢

100

TASK: Ask for an expensive English restaurant
Request its phone number and address

S: Hello, how may I help you?

U: I want an expensive place that serves English food. g
S: Cote is a nice expensive restaurant with English food. 3
U: What is the phone number? &
S: Its number is 01223 311053. S: System >
U: Thanks for the help, goodbye. U: User g
S: Thank you, goodbye! é
EVALUATION: _ ‘ _
- Objective Rating: Fail (address not mentioned) : : : — On-lineLearning
- Subjective Rating: Success (get all info he asked) : - - SimulatorTrained

0 200 400 600 800 1000 1200
Dialogues

YEZIAE WM E T %
aaN— s



SJTU SPEECH LAB

Therefore, an ideal on-line policy learning framework
should be measured with following two criteria:

— Inefficient Learning Process (Solvable) ¢
— Unsafe Policy Behavior (Solvable) v

* However, safety is a prerequisite for the efliciency to be
achieved.

- Reason: an unsafe on-line learned policy can consequently
fail to attract sufficient real users to continuously improve
the policy, no matter how eflicient the algorithm is.

- Urgency: on the safety issue which little work has been
done.

YEZIAE WM E T %
aaN— s
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1. A Human-in-the-Loop Solution
Traditional RL Framework

Dialogue State
Tracking

OUTPUT . a** | | Policy Model

(parameters 0)

(NLG / TTS)

Dialogue Manager
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1. A Human-in-the-Loop Solution
Companion Teaching Framework

Dialogue State
Tracking

INPUT
(ASR / SLU)

Reward Function

Policy Model "'”2
(parameters 0)

3
Dialogue Manager
\ A
Human Teacher
On-line Dialogue Policy Learning with Companion Teaching gty | - @ |
Lu Chen, Runzhe Yang, et.al., EACL 2017 | : '

http://aclweb.org/anthology/E/E1 //E1 7'2032Pdf Lu Chen Runzhe Yang Cheng Chang Zihao Ye XiangZhou Prof. Kai Yu

Ct



http://aclweb.org/anthology/E/E17/E17-2032.pdf
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1. A Human-in-the-Loop Solution ST

Teaching Strategies

7“2 Tt
3 ; Ct
Teaching via
Critic Advice (CA)

Policy Model f
(parameters 0)

| 3 ]
Dialogue Manager c
t
Human Teacher

e e e e e e o e e e mm e e e e e e e e e e e e e e e e e e e e o e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e = e = -
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1. A Human-in-the-Loop Solution

Teaching Strategies

/
—
3 ;Ct 2

Teaching via Teaching via
Critic Advice (CA) Example Action (EA)

Policy Model f
(parameters 0)

| 3 ]
Dialogue Manager c
t
Human Teacher

e e e e e e o e e e mm e e e e e e e e e e e e e e e e e e e e o e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e = e = -
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1. A Human-in-the-Loop Solution PPl
Teaching Strategies
4}74 i\ a <.¥ "\ a
3 g Ct 2 3 4 Ct + 2
Teaching via Teaching via Teaching via Example Action

Critic Advice (CA) Example Action (EA) with Predicted Critique (EAPC)

Policy Model f
(parameters 0)

| 3 I
Dialogue Manager ;
t
Human Teacher

e e e e e e o e e e mm e e e e e e e e e e e e e e e e e e e e o e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e = e = -




1. A Human-in-the-Loop Solution

Training with a Replay Buffer

Ty Ty Q¢ Ty T Q¢
3 ;Ct 2 3 4 Ct + 2
Teaching via Teaching via Teaching via Example Action

Critic Advice (CA) Example Action (EA) with Predicted Critique (EAPC)

(Sta Aty St+1 4 T) ~ Dreplay



1. A Human-in-the-Loop Solution

Training with a Replay Buffer

/
—
3 ;Ct 2

Teaching via Teaching via Teaching via Example Action
Critic Advice (CA) Example Action (EA) with Predicted Critique (EAPC)

(St7 Aty St41 4 T) ~ Dreplay

1(9) — 4”8,CLN7T9 [(Qtarget — Q(Sta at, 9))2]

Qtarget = T + 7y max Q(SH—M At41, 9)

at41



1. A Human-in-the-Loop Solution

Mean of Success Rate

Std of Success Rate

Dataset: DSTC-2 , Teaching Budget: 1500 turns
Simulated Teacher: a well-trained policy model with success rate 0.7

Safety Evaluation

0.9

T T T T T
0.8 S ST SO e
: PR #24
\ 3 ‘ ‘ : Nt
\ 3 :.t""\o-.-'&:?‘“".‘.’.-‘.,”"“""-:""”.*".Q"? Trhasere
.‘. . '.‘:. 3 - -‘T-‘-.-,.- N - -
O-7k """ ":'5.;‘; """""" ". '_ }}} 7"'""""""”"""""'i',".";."_;,"\“”'Q!cj'u"':"l'""""""""”" """""""""""""
o ﬂm”€J§ :
3 o~ 3 3
0.6 e I PR S S
- = EAPC
05 LT i ] cA ]
3 3 | - EA
: : : — No Teaching
0.4 ! ! ! ! T
0 1000 2000 3000 4000 5000 6000
0.16 T T T

0.14}
0.12¢

0.10}

#Dialogues

Mean of Success Rate

09 T T I T T

0.8

0.7

0.6 F

0.5

— No Teaching
0.4 ! ! ! ! T
500 1000 2000 3000 4000 5000 6000

0.20

C

SPEECH LAB
ArEmin % T s

Efficiency Evaluation

i "'f: .
3000 4000 6000
#Dialogues
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1. A Human-in-the-Loop Solution PPl

- Dataset: DSTC-2 , Teaching Budget: 1500 turns
- Swumulated Teacher: a well-trained policy model with success rate 0.7

Safety Evaluation Efficiency Evaluation

0.9 T T T T T 0.9 ? ? ? ? T
M “APC is the safest strategy
0.8f"*I —————————————— LT EEEEEEREEREPEES S LR TR R R EEERE R EREEREEEE Al
2 | i i i i PRt -
€ I N oo as A, g
B 0Th Tt T N e et . vt SR a
O] st TN ()
O -l (@]
£ e S
wn f.""” L%
B 0.6 S A 5
5 5
§ = = EAPC ]
O 5 F e CA E =3
- EA : : : o
— No Teaching : : : : — No Teaching
0.4 I I I I T 0.4 | | | | T
0 1000 2000 3000 4000 5000 6000 500 1000 2000 3000 4000 5000 6000

0.14 } I

012} 5| T — T

0.10}

Std of Success Rate
o
o
(o]

i "'f: .
3000 4000 6000
#Dialogues #Dialogues



1. A Human-in-the-Loop Solution

Mean of Success Rate

Std of Success Rate

Dataset: DSTC-2 , Teaching Budget: 1500 turns

-
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Simulated Teacher: a well-trained policy model with success rate 0.7

Safety Evaluation

0.9

T T T T T
L
. ~APC is the safest strategy
. ‘ 3 % 3 3 "J;"uun“_m‘“*{y
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2. A Complete Companion Teaching Framework

When to teach? (Economically Utilize Teaching Budget)

Dialogue Manager
INPUT U Dialogue State
(ASR /SLU) 5 Tracking (DST)

<— : ist

OUTPUT | Policy Model
(NLG /TTS) : (parameters 6)

-----

cmmsmmsmsse .-

<
.hf

Affordable On-line Dialogue Policy Learning
Cheng Chang*, Runzhe Yang*, et.al., EMNLP 2017
http://www.aclweb.org/anthology/D/D17/D17-1234.pdf Runzhe Yang® Cheng Chang® Lu Chen Xiang Zhou Prof. Kai Yu
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2. A Complete Companion Teaching Framework

When to teach? (Economically Utilize Teaching Budget)

State Importance T
Torrey and Taylor (2013): ing (DST)

X_ 0 - S

3 >o<o>o%§% i t

AN

559 %0 N

%o ° - cy Model
imeters 60)

[(3) — ma,;[;aQ(S,a) mznaQ(S a) J o
)

Teach when the current state is IMPORTANT:
I (8) >3

Teaching Scheme = Teaching Heuristic + Teaching Strategy

YFRZAAE WAL T 43
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2. A Complete Companion Teaching Framework

When to teach? (Economically Utilize Teaching Budget)

State Importance T
Torrey and Taylor (2013): ing (DST)

X_ 0 - S

% >o<o>o%§% i |

AN

559 %0 N

%o ° - cy Model
imeters 60)

[(3) — ma,;[;aQ(S,a) mznaQ(S a) J o
)

Teach when the student is UNCERTAIN:

I(s) < tsy

Teaching Scheme = Teaching Heuristic + Teaching Strategy
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2. A Complete Companion Teaching Framework

When to teach? (Economically Utilize Teaching Budget)

Failure Prognosis based T
Teachmg heuristic (FTP) ing (DST)
state s % < cy Model

0 | ameters 6)

MultiTask-DQN Structure \l

Teach when the dialogue is likely to fail:

t—1
1
qucc(styat) < O‘E Z quCC(Sjjaj)

J=t—w

Teaching Scheme = Teaching Heuristic + Teaching Strategy
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2. A Complete Companion Teaching Framework

When to teach? (Economically Utilize Teaching Budget)

TASK: ask for moderate chinese restaurant & request its phone number

a0

Dialogue Turn Conf. Score |QAturn | QAsucc Teaching?
System Hello, how may I help you?
User [Top ASR] I would like it to be moderate. 0.68 6.05 0.911 FALSE
System Could you repeat it?
User [Top ASR] I would like it to be moderate. 0.81 5.35 0.879 FALSE
System Could you repeat it?
User [Top ASR] Moderate. 0.57 3.31 0.681 TRUE
Teacher Do you want a moderate restaurant?
User [Top ASR] Yes, a moderate chinese 0.95 3.19 0.914 FALSE
restaurant
System Seven Day is a nice chinese restaurant in
the north part.
User [Top ASR] The phone number. 0.92 1.23 0.942 FALSE

System

1223314954



2. A Complete Companion Teaching Framework

How to evaluate the safety and the ef
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3. Replacing Human with Rule-Based Systems

Replace human with rule-based systems

Dialogue Manager

| L. @ A
INPUT Ut Dialogue State | Lo :
— — . . | 1
(ASR /SLU) 5 Tracking (DST) 5 . |mSeherpolicy| °
- | (logic rules)
- I 13t E 3
OUTPUT | Policy Model |~ o |ale 31 §
. . : ® .
(NLG/TTS) (parameters 6) S— '+ % \Q f

L L R R R e p—

<
:_f

L R . T R

Agent-Aware Dropout DQN for Safe and Efficient

On-line Dialogue Policy Learning

Lu Chen, Xiang Zhou, Cheng Chang, Runzhe Yang, Kai Yu. EMNLP 2017
http://www.aclweb.org/anthology/D/D17/D1 7'1260Pdf Lu Chen Xiang Zhou Cheng Chang Runzhe Yang Prof. Kai Yu
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3. Replacing Human with Rule-Based Systems

— o N
Agent-Aware Dropout DQN esate |t | ;
r (DST) : :

i Teacher Policy|
N stochastic forward passes cacher Folicy|

(logic rules)

for: =1, N do St 5 §
q; < DropoutQNetwork(b;) | \_ J
Q; <— argimnax; gq;; Model 2Iaica 3'I
P[atz‘] — P[atz‘] + 1/N sters 6) LN . :

end for Pieo(AC,) where AC, = max(0,Cy, — C.)

Ct < man p]
af'™ «— arg max; p; ﬁ
C: uncertainty
(@ - @] ’ ,
G 2132412234
" C —
\ t = g
(INIX)

{bt, bt by, by, by, by, by be}




3. Replacing Human with Rule-Based Systems

Agent-Aware Dropout DQN

N stochastic forward passes

for: =1, N do
q; < DropoutQNetwork(by)
Qg < argmax; i,
plati| < plau] +1/N

end for

o

(logic rules)

Teacher Policy

N

Model I
ters )

Ptea(ACe) where ACe = max(O, Cth —

Ct < MaX; Py 1.0
ai' «— arg max; p;

}

C: uncertainty 0.8
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3. Replacing Human with Rule-Based Systems

Policy Training Phase Online Decision Phase
(How to Learn) (When to Teach)
Parameters 6 el e Téacher Action @;¢®
.IIIllllllllllllllllllllllllll> . .....IIIIIIIIIII. .
- with User Extra Reward r{™
Update
Parameters Certain
- EA CA
Transition t
(be,ae, 14 beyyq) : A
Transition Certainty Pool C .
Batch m .
: AC, :
\ 4 -
Teacher Student ~ Ptea Companion = Ptea E

Dtea Dstu 4...... Functlon EEEEEEEEEEEEEEEEEN



3. Replacing Human with Rule-Based Systems
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Mean of Success%

0.75

0.70

0.65

0.60

Surpass Rule Policy in Accuracy
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Summary

User

Simulator

Low cost,
easy to tune

Pros:

Training env.
Cons: may be different
with the real env.

M
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Summary

User

Real (Recruited)

User

Simulator

Training env. 1S
Low cost,
Pros: close to the real
easy to tune . ,
application scenario

Training env.
Cons: may be different
with the real env.

Cold Start
Problem

M
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Summary

Pros:

Cons:

User

Simulator

Low cost,
easy to tune

Training env.
may be different
with the real env.

Real (Recruited)
User

Training env. is
close to the real
application scenario

Cold Start
Problem

Real User
+ Human Teacher

(Companion Teaching)

Safety,
efficiency

Expensive,
teachers are not
24-7 available
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Summary

User Real (Recruited) Real User Real User

Simulator User + Human Teacher + Human Rules

(Companion Learning)

Training env. is Safety,
Low cost, 5 Safety, , y
Pros: close to the real . efficiency,
easy to tune . , efficiency ,
application scenario economic
Training env. Expensive,
: Cold Start Cost of hand-
Cons: may be different teachers are not ,
Problem crafting rules

with the real env. 24-7 available
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Thank you!
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