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Why games matter

Two new Al systems beat humans at complex gam

Two new papers from Al powerhouses DeepMind and Meta describe ho F.°rbe.s .

are notching wins against human players in complex games... Artificial Intelligence Masters The Game of Poker — What
Does That Mean For Humans?

Dec 1, 2022
When artificial intelligence (Al) system Pluribus successfully beat professional poker

players in six-player Texas Hold ‘em,...

Sep 13,2019

Z| ZME Science

A human just defeated an Al in Go. Here's why that matters
In 2016, the news was that Al beat humans at Go. Fast for\ Forbes m Me1

news is that humans beat Al at Go. Meta’'s Al Gamer Beat Humans In Diplomacy, Using Strategy
Feb 24, 2023 And Negotiation

An Al agent created by Meta counted more than double the average human player in a
competition for the online game Diplomacy,...

® Nature Nov 22, 2022

DeepMind Al topples experts at complex game Stratego

Game-playing Als that interact with humans are laying important groundwork for real-
world applications.

Dec 1, 2022




Elements of a game: Players, Actions, Payoffs

Own a date wnight ...

2 players: Boy and Girl

Deciding either gotng to a football game

or gotng fo an opera

Boy prefers football game

Girl prefers opera




Elements of a game: Players, Actions, Payoffs

Football 2, T, T —,
(boy's payoff, )
when the action profile
OP'QYG -1 , 1 , s (Football, )

GAME | : the baftle of the sexes



Assumptions of players

1. Complete tnformation: each player knows the payoffs and possible actions

075 all P(ayers.

2. Rational: each player 15 inferested to maximize his/ her payoff.

3. Self-tnterest: each player does NOT counsider the effect of actions
on the others, but ouly on his/her own.




Matn Question: How would rational, self-
nterested players behave i a game?



Stay silent

Betfray

Stay silent

-3, -3

0,-10

. /J )
The famous prisoner s dilemma

Betfray

10, 0

GAME Il : prisoner s dilemina
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Staying silent is " unstable”

Stay silent Betray
Stay silent -5, -3 -10, O
£+3 C+3
Befray 0, -10 3, -7
>

+3

Both players have an tncentive to befray,
no matfer what the other player does.



Befray-betray 1s the choice of rational, selfish players

Stay silent Betray
Stay silent -5, -3 -10, O
Befray 0, -10 | -, -7

T~ —

Both players have NO tncentive to
deviate from (betray, betray).



Betray-betray is a  Nash Equilibrium’

Def. A strategy Proﬁ{e (a collection of strategies played by all players)
s called a “Nash Equilibrium , (£ NO player

cav gain more bu chanaging ounly ifs own stratequ.



{4 /) /" o /) 0
Pure strategy vs mixed strafegies

I y .

Paper Rock

B
A  Rock 10T 0, 0
s W Scissors 1T, -1 -1, 1

\

Pa{?er 0, 0 1

GAME [l! - Paper—rock-—sciﬁors

\
Scissors



Mixed strateqy Nash equilibrium n PRS

I y N

PaP-er Rock
1/3 1/3
X X
0 T
-1 0
T -1

Scissors
1/3 My expected
* payoff
X
-1 O
[ B 0
O O



More formal description of Nash equilibria

lv a game w/ n players:

A = action profiles = A1 x Az x =+ x A,

u = Jotnt payoff Function = (u1, uz, =+, u,)  up A = real number

a strategy Pro;‘[(«e 0 = (m, 02, **° JM) where J;(a,') 15 the Probab[“z‘y
player | choosing action a;i € A, and o(a) := o1(a1)x o2(az)x**x c.(a,)

5 15 a Nash 2quilibrium f, for all player ( and all strategy o5,

Z 5(4)’%’(4) - z Jli(a;) J-;(a-;)'u;(a) = 0

all action profile a all action profile a



Pure and mixed NEs n the battle of the sexes

Football 2, 1] -1,
Pure NE
Opera -1, |1, |
Pure NE

Pure NEs in GAME | : the battle of the sexes



Pure and mixed NEs n the battle of the sexes

607% Football 2, -1,
247 367

407% Oper -1, T,
era 167 24%

expected payoff: (0.2,
Mixed NEs 1n GAME [ : the battle of the sexes

)



Nash equilibrium always exists

Every finite game has af (east one Nash equilibrium.
(Tohn Nash proved it with a fixed-point theorem i 1950)



Sub question #1:
s playing a Nash equilibrium always good
strategy for a rational player aganst other
rational players?



Observation 1: Some NEs (ook dumb

607% Football 2 -1,

2475 367
40/ Opera -1, . 1,

16/ 247,

expected payoff: (0.2, )

Will you propose this mixed NE strategy to your boyfriend/ girlfriend?



2-player coin matching game

Head Tail
Head 1,1 0,0
Tal 0,0 T, 1

GAME [V 1 2-player cotn matching

3 NEs tn total:

(Head, Head) — payoff="
(Tatl, Tall) — payoff=T

(50%Head+50%Tall,
507%H2ad+50%Tail)

— payoff=0



Refinement of Nash equilibrium

Rational players will avoid dumb NEs
via pre-play communication, 1f allowed.

>0



Pareto-Optimal NEs

Proposal #1: When existing multiple NEs, rational
players will pick ones that are nof Pareto dominated by
others (at least one player has better payoff).



Strong NEs (Aumann, 1959)

Proposal #2: Whaen playing the equilibrium strategies, NO
(sub-)group of players can collectively change their strategies
fo improve the payoff for every one tn the group.

X



Pareto-Optimal NEs vs Stromg NEs

(1) Stromg NEs C Pareto-Optimal NEs C NEs

Proof. select the group of players = all players.n

(2) A Pareto-Optimal NE always exists.

(3) A Strong NE might not exist.

2,



No strong NE in Prisoner s Dilemma

Stay silent

Stay silent -3, -3
Dominate
Befray 0, -10

Betfray

10, 0

' ":’L/ -7 '

Pareto-Optimal NE

A



Neither strong NE nor Pareto-optima NE 15 satisfactory
Head Tal

Head Tal Head Taul
Head 1,1,-5 -5 .50 Head -1,-1,5 -5 -50
Tal -5,-50 0,010 Tal -5-50 -2,-2,0

GAME V : 3-player cotn matching

p1, p2: try to match each other, and prefer p3 to play Head.

p3: try to be different from p1, pZ when they match.

PAS



Strong NE 15 foo strong: no sfrong NE 1n the game
Head Taul

Head Tail Head Tal

Head 1,1,-5 -5 -5 0 Head |-1,-1,5| -5,-5,0
\m, 02 waunt fo change @ e NE

Tal -5,-50 (0,0, 10| Tal -5 -50 -2,-2,0

O e NE

© Mixed NE: (5/11Head+6/11Tail, 5/11Head+6/T11Tail, Head)
w/ expected payoffs (-25/11, -25/11, 235/121)

26



Pareto-Optimal NE 15 too weak when more then fwo players

Head Tail

Head Tail Head Tal

Head 1,1,-5 -5 .50 Head -1,-1,5 -5 -50

\{)7, P2 want to change

Tal -5,-5,0 |0,0,10| Tal -5,-50 -2,-2,0

Pareto-Optimal NE
But 3 won t pick such an NE

X



Coa“/‘iow—{?roof Nash -e?ui(ibrium (Beruheim, Peleg, and Whinston, 1987)

Head Tal

Head Tail Head Tal

Head 1,1,-5 -5 -5 0  Head |-1,-1,5| -5,-5,0

4/ CPNE: rvational players will pick it

Tal -5,-50 0,010 Tal -5 -50 -2,-2,0

Even though p1, pZ, 03 can collectively change to make them all better,
03 woun t do that because (Tail, Tail, Head) is NOT self-enforcing for p1, p2.

PR



[ntuition of the coalition-proof Nash equilibrium

1e %

T

all players meet 11 a room to find anyone can announce 1ts strateqy and
an_agreement of their strategies proposal, and (eave the room at anytime
o o
w 'm No player wants to be the first

fo extt the room, unless the

but the rematning players may agreemaent it wants fo achieve

fake ifs strategy as fixed, and remains no matter who (eaves the

reach a new agreement .
room first.

29



Recursive Definition of CPNE

Def. are strateqy profiles that are self-enforcing and
not dominated by other self-enforcing strateqy profiles.

When n="2, Pamfo—OPf[ma( NEs are
When n>2, assume s defined for game with

fewer than un players:

A strategy profile 15 self-enforcing, 1f fFor all subgroup of
players, their strategy profile is a i the game with
other players strategy profile Fixed.

50



Pareto-Optimal NEs vs Strong NEs vs CPNE

Parefo-Optimal NEs
Strong NEs C o C NE;s
Coalifion-Proof NEs
PONE # CPNE when n>?

CPNE (s weaker than Strong NE because if
only requires equilibrium strategies to be not

dominated by other self-enforcing strategies.

CPNE may wnot always exist.



No coalition-proof NE tn this game
Head Tal

Head Tail Head Tail

Head 1,1,-2 -1,-1,2  Head -1,-1,2 -1,-1,2

Tal  -1,-1,2 -1,-1, 2 Tal -1,-1,2 1,1, -2
GAME VI : 3-player cotn matching, version?

pT1, p2: try to match each other, and mismatch p3.
p3: try to be different from p1, p2.

)



Sub question #2:

Will vational players play strategies that are
better than any Nash equilibria?

5%



Observation 2: Players might not move tndependently

GAME VIl : crossroad

Go -6 ¢

X
| I'-'| Stop -4, 2
Two bad-tempered drivers both want to pass the crossroad.
They [l be very unhappy (f the other passes First.
They [l be happy (F they both stop.

Very dangerous 1f they sumultaneous choose Go.

A



Observation 2: Players might not move tndependently

GAME VI : crossroad All NEs are Pareto Optimal

_J L -6, | ¢
Stop | -4 ' 2
© e NE

O Mixe NE: (50%Go+50%Wait,
w/ expected payoffs (-1,

)

58



Observation 2: Players might not move tndependently

GAME V1| : crossroad [£ they Follow the fatr signal (i1ghts

| | -6 , & )
: 07 507
Stop -4, 2
507 07
After communication, drivers the expected payoffs are (0, 0)

sefup signal lights. which s better than mixed NE

%6



Correlated -e?ui(ibr[um (Aumawm, T 9:7'4')

Rational players may used some third-party mediator (2.9., a coiu, a
signal (ight) to correlate their strategies.

How the mediator sends strategy suggestion to each player s known
fo all players — but each player can only receive its own suggestion.

Def. A strategy profile is called a “Correlated Equilibrium’ , if NO player
can gain more by deviating from the received strateqy suggestion.

5



A safer design of signal light
GAME V1| : crossroad If they follow the fair signal (ights

| gl Go -b ¢

-------------------------- S 0% 33%

I:' Stop -4, 2
é 337% 337%

Fhe expected payoffs are (2/3, )
which ts higher than the fair signal light case

538



There are usually nfimite CEs

For all player 1, for all action pairs a; and b,
a strategy profile o 1s a CE (f:

2 5(a)-(ua;, a.i) - ui(b;, a)] = 0

all action profile a

w/ aiea orig[wa{ PGBOff
Payoff WL\-QM P{aymg
otherwise

5(a) = 1 and Za o(a) = 1

CE is a convex polytope in an at most dim(A)-T dimensional space
< Any convex combination of CEs 1s a CE.

59



NEs C

CEs

GAME VIl : crossroad

| gl Go -6 ¢

"""""""""""""" 257 257

':' Stop -4, 2
g 257% 257

CE s a NE when the recommendation matches an NE strategy profile.

Y0



All basis CEs i crossroad game

GAME VIl : crossroad (2

6 -~
G" 0% 33% Go 33% 33%
Stop 337 337% Stop 337 07

G° o% 100% @ 0% ox G 25% 25%
Stop 0% 0%  Stop 100% 0% Stop 25% 257

We cannot design a signal (ight with more than 33% times showing red lights
on both sides. Drivers will have incentive to deviate even though

they are happy to be safe.



Coalition-Proof CE (Moreno & Wooders, 1995)

Pre-play communication happens before the design of mediator.

No subgroup of players have an tucentive to deviate from the
mediator design to another self-enforcing desigu.

CPNE < C(CPCE:

A necessary and

Coalttion-proofuness is sufficient condition for

sensifive fo sfraregy extstence ts still open.

correlation

Y



Coalition Proof CEs m crossroad game

GAME VIl : crossroad

L
=

Stop 0% 0%  Stop 100% 0%

Every CE (yimg at the boundary

Go 0% 33%
Stop 33% 33%

1-3-2 15 coalition proof

G° oA 1ooA Go 0% 0%

¥



Sub question #3:
Which solution concept does Al

algorithms converge to?

W



Mainly focusing on 2-player, zero-sum, symmetric games

COMPUTER SCIENCE

Superhuman Al for heads-up no-limit
poker: Libratus beats top professionals

Noam Brown and Tuomas Sandholm*

No-limit Texas hold’em is the most popular form of poker. Despite artificial intelligence

(Al) successes in perfect-information games, the private information and massive game tree
have made no-limit poker difficult to tackle. We present Libratus, an Al that, in a 120,000-hand
competition, defeated four top human specialist professionals in heads-up no-limit Texas
hold’em, the leading benchmark and long-standing challenge problem in imperfect-information
game solving. Our game-theoretic approach features application-independent techniques: an
algorithm for computing a blueprint for the overall strategy, an algorithm that fleshes out the
details of the strategy for subgames that are reached during play, and a self-improver algorithm
that fixes potential weaknesses that opponents have identified in the blueprint strategy.

Libratus (2017F): 2-player poker

Monte Carlo + Regret Mintmization

ARS



Mainly focusing on 2-player, zero-sum, symmetric games

MACHINE LEARNING

Mastering the game of Stratego with model-free
multiagent reinforcement learning

EE
EE
EEE
|_| ,
EE

|_§

EE

o

E EE
HE EE
a

E EE
—

m Marshal
MI General b\
m Colonel

-

Julien Perolat*t, Bart De Vylder*t, Daniel Hennes, Eugene Tarassov, Florian Strub, g _ Q
Vincent de Boerf, Paul Muller, Jerome T. Connor, Neil Burch, Thomas Anthony, o il Major %,
Stephen McAleer, Romuald Elie, Sarah H. Cen, Zhe Wang, Audrunas Gruslys, ; 2. a Captain %
Aleksandra Malysheva, Mina Khan, Sherjil Ozair, Finbarr Timbers, Toby Pohlen, Tom Eccles, ((?’, Bl Lieutenant
Mark Rowland, Marc Lanctot, Jean-Baptiste Lespiau, Bilal Piot, Shayegan Omidshafiei, X s o)

t
Edward Lockhart, Laurent Sifre, Nathalie Beauguerlange, Remi Munos, David Silver, [.I (,5_', m il e

= Ml Miner: diffuses Bombs

Satinder Singh, Demis Hassabis, Karl Tuyls*

u Scout: long range move

We introduce DeepNash, an autonomous agent that plays the imperfect information game Stratego at Bl spy: defeats Marshal

a human expert level. Stratego is one of the few iconic board games that artificial intelligence (Al)
has not yet mastered. It is a game characterized by a twin challenge: It requires long-term strategic s
thinking as in chess, but it also requires dealing with imperfect information as in poker. The technique
underpinning DeepNash uses a game-theoretic, model-free deep reinforcement learning method, without
search, that learns to master Stratego through self-play from scratch. DeepNash beat existing state- Phase 2: Game play Piece types
of-the-art Al methods in Stratego and achieved a year-to-date (2022) and all-time top-three ranking on

H Bomb: immobile; only captured by Miner

1 1

vs) (3]
|y IOy
3

~
|EREAy

H Flag: immobile, game over when captured

the Gravon games platform, competing with human expert players.

DeepNash (2022): Stratego

Y6



Mainly focusing on 2-player, zero-sum, symmetric games

A C Replicator dynamics Lyapunov function
1.0 ﬂo’reg
Player 2 o oo |

. S os - | [=2.

Head: &6 1ol 1 Qs : .

m 1~ ' .

B Head: H 1 —1 3 po 10

Y Tail: T —1 1 i | o.m og.u' » 7T Ofﬁx
%0 02 04 06 08 1.0 - "Pus 1.0 0.8'2
n(H)

R-NaD Iteration o2t ¥

S i
Start with an arbitrary regularization policy: 7 reo ©
Q

1. Reward transformation: Construct the trans-
formed game with: 7, reo

00 02 04 06 08 1.0 '0.6_ 0.2
ni(H)

. Dynamics: Run the replicator dynamics until
convergence to: m, fix

1.0

0.8
L , .
. Update: Set the regularization policy: N s
O i
Tm+1,reg = T'm,fix 1
. 9L 02
Repeat stages until convergence -
o'Oo.o 02 04 06 08 1.0 0.8 1.00_0'

nt(H)

Self-play + Reward fransformation

¥



Convaerging to which NE? I 's wot a problem: -

Suppose (51*, (52*) 15 am NE, and tn zero-sum Symmefr[c game wWe have:
m(zﬂ*, Jz*) = —-Mz((57*, Jz*) am{
u1(s, ) = us, 5) = 0 for all 5.

WQ arguL (0’1*, 0’1*) must be another NE, Stnce

0 = MT(UZ*/ 52*) = W(G'T*/ 0'2*) = —Mz(0'7*, 02*) = —MZ(D‘T*, m*) =0

= All NEs 1 the game have a payoff (0,0)

¥3



Convaerging to which NE? I 's wot a problem: -

< Even 1f two player plays strategies n different NEs, they must

gef zero reward when matched up against each other.

(51*, (52*) , (0'1’, 0’2’) e NE;
= (57*, 61*) , (0‘2’, 0’2’) e NEs

0 = MT(UZ'/ 52') = MT(57*, 52’) = "MZ(O'T*, o’z’) = —uz(m*, 51*) =0

As long as Al plays a Nash equilibrium solution, it s fine.

Y9



More than 2 players?

COMPUTER SCIENCE

Superhuman Al for multiplayer poker

Noam Brown”?* and Tuomas Sandholm®*°*

In recent years there have been great strides in artificial intelligence (Al), with games often
serving as challenge problems, benchmarks, and milestones for progress. Poker has served for
decades as such a challenge problem. Past successes in such benchmarks, including poker,
have been limited to two-player games. However, poker in particular is traditionally played
with more than two players. Multiplayer games present fundamental additional issues
beyond those in two-player games, and multiplayer poker is a recognized Al milestone. In
this paper we present Pluribus, an Al that we show is stronger than top human professionals
in six-player no-limit Texas hold’em poker, the most popular form of poker played by humans.

“Selecting the right 2quilibrium (s

hard so let s Just give up.”

self-play + regret mintmization

no communication

Pluribus win rate in mbb/g

Cumulative mbbs won by Pluribus

140

120

100

80

60

40

20

-20

700000

572500

445000

317500

190000

- -
o' -
- - -
- -

-
-
-

10000

Hands played in 5 humans + 1 Al experiment

10000

Hands played in 5 humans + 1 Al experiment

S0



More than 2 players? With communication

RESEARCH ARTICLE

COMPUTER SCIENCE

Human-level play in the game of Diplomacy by
combining language models with strategic reasoning

Meta Fundamental Al Research Diplomacy Team (FAIR)t, Anton Bakhtin't, Noam Brown'*,
Emily Dinan'*1, Gabriele Farina', Colin Flaherty'f, Daniel Fried?, Andrew Goff!, Jonathan Gray't,
Hengyuan Hu'3t, Athul Paul Jacob*, Mojtaba Komeili', Karthik Konath', Minae Kwon'>,

Adam Lerer'*f, Mike Lewis'*1, Alexander H. Miller't, Sasha Mitts', Adithya Renduchintala't,
Stephen Roller', Dirk Rowe’, Weiyan Shi'°t, Joe Spisak’, Alexander Wei'®, David Wu'f,

Hugh Zhang’1, Markus Zijistra'

Despite much progress in training artificial intelligence (Al) systems to imitate human language,
building agents that use language to communicate intentionally with humans in interactive environments
remains a major challenge. We introduce Cicero, the first Al agent to achieve human-level performance
in Diplomacy, a strategy game involving both cooperation and competition that emphasizes natural
language negotiation and tactical coordination between seven players. Cicero integrates a language
model with planning and reinforcement learning algorithms by inferring players’ beliefs and intentions
from its conversations and generating dialogue in pursuit of its plans. Across 40 games of an anonymous
online Diplomacy league, Cicero achieved more than double the average score of the human players
and ranked in the top 10% of participants who played more than one game.

Board state & history Planning Output action
f Joint action (a *1 : Y g i

Policies o Simulator

i =/ o : .- 7~ A
. S0 o
& -5 - AN (all players)
: h "'“f; - State value L Future state

Dialogue-free value model (from RL)

Intents

AUSTRIA:VIE+ BOH, ...
ITALY: TYR SVIE® BOH, ...

Anchor policies
(all players)

@, Dialogue-conditional
action model

Dialogue
AUSTRIA: Hi Italy! Care to work
J together on this one? If you
AUSTRIA:Hi Italy! Care to work support me into BOH | think we'd
together on this one? If you both be able to grow quickly.

support me into BOH | think we'd

both be able to grow quickly. Message candidates

ITALY: Could you support me
into BUL in return?

ITALY: Could you support me

into BUL in return? Dialogue Filters AUSTRIA: Sure thing! | have
( w ) (nonsense, ordered SER to support GRE
AUSTRIA: ... i to BUL.
rounding, value
€ g g. value) <
Dialogue history Message generation Output message

Try to converge fo some correlated
-e‘[uifibrium (no control of which) +

reqularization fo mimic human behavior
S



Summary

Matn Question: How would rational, self-
interested players behave v a game? (st open)

How would we characterize Al's be

behavior and enforce alignment to human value?

Can we build an Al beats all other Als?

Sr



